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Background
Irregularly Sampled Time Series

Irregularly sampled time series(ISTS)

Irregularly sampled time series(ISTS)는수집된시간간격이불일정한시계열

따라서 ISTS의인접한관측치의시간간격은일정하지않음

Regular Time Series Irregularly Sampled Time Series

…

시계열 내의 시간 간격이일정

…

시계열 내의 시간 간격이 불일정
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Background
Irregularly Sampled Time Series

Irregularly sampled time series(ISTS)

Irregularity:변수 내 timestep들이 일정하지 않게 수집 / Asynchronous: 변수 간 timestep들이 불일치

Irregularity나 asynchronous 상황이 발생하는 시계열 데이터를 통틀어 Irregularly sampled time series (ISTS) 라고 함

Regular Time Series Irregularly Sampled Time Series

…

시계열 내의 시간 간격이일정

Asynchronous

𝑡1 𝑡2 𝑡3 𝑡4 𝑡5 𝑡6 𝑡7 𝑡8

변수간수집주기
불일치

Irregularity 

변수내
일정하지않은수집주기

𝑡1 𝑡2 𝑡3 𝑡4 𝑡5 𝑡6 𝑡7 𝑡8
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Background
Irregularly Sampled Time Series

왜ISTS를고려해야하는가?

ISTS를 regular한 시계열로 가정하고 처리할 경우 수집되지 않은 구간은 결측으로 간주

수집되지 않은 값들을 탈락시킬 경우 관측되지 않은 구간의 정보는 무시됨

Regular Time Series

변수내간격일
치

변수간
간격일치

Why we should consider ISTS?

T Value

0 22

1 23

2 26

6 40

7 40

Irregular TS

T Value

0 22

1 23

2 26

3 40

4 40

Treat as Regular TS

수집되지 않은 구간을 결측으로 간주
관측되지 못한 구간의 정보를 무시

Irregularly Sampled Time Series

…

시계열 내의 시간 간격이 불일정
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Background
Irregularly Sampled Time Series

왜ISTS를고려해야하는가?

관측치가불규칙하게수집된상황은 제조 현장 및 산업 데이터에서 자주 나타나는 현상

이러한 데이터를 regular time series를 가정하고 있는 시계열 모델에 투입할 경우 optimal하지않은성능

Case 1. 자동차 주행 데이터

Driving

Case 2. 설비 데이터

센서 업데이트로 인한 휴지 구간 발생자동차 주행의 경우 휴지 구간 존재
수집 주기가 불규칙할 수 있음

Update…
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Background
Irregularly Sampled Time Series

어떻게ISTS를고려하는가?

Main Consideration: 어떻게 ISTS를 regular한 시계열로 다룰 것인가?

주변 값들을 이용하여 ISTS를 regular time series로 만들고, 이를 task에 적용하는 방법이 있음

Irregular TS

T Value

0 22

1 23

2 26

6 40

7 40

T Value

0 22

1 23

2 26

3 28

4 32

5 37

6 40

7 40

Interpolated ISTS

Prediction
Network

Task Specific
Layer

Task Specific
Layer

Task Specific
Layer

Classification

Regression

Interpolation

모델이 주변 값을 참조하여 얻은
Interpolated Value
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Background
Irregularly Sampled Time Series

어떻게ISTS를고려하는가?

Main Consideration: 어떻게 ISTS를 regular한 시계열로 다룰 것인가?

주변 값들을 이용하여 ISTS를 regular time series로 만들고, 이를 task에 적용하는 방법이 있음

Irregular TS

T Value

0 22

1 23

2 26

6 40

7 40

T Value

0 22

1 23

2 26

3 28

4 32

5 37

6 40

7 40

Interpolated ISTS

Prediction
Network

Task Specific
Layer

Task Specific
Layer

Task Specific
Layer

Classification

Regression

Interpolation

모델이 주변 값을 참조하여 얻은
Interpolated Value

ISTS의 정보를 최대한 반영할 수는 없을까?
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Background
Research trend

ISTS framework

관측하지못한데이터가가진rich information을활용하여다양한task에적용해보자!

Forecasting, interpolation, classification 등을 ISTS에서 풀기 위한 모델 등장

Irregular TS Regular TS

Regular
AD Model Sub-Optimal…

ISTS
Model Optimal!

ISTS Framework

Interpolation
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Background
Research trend

Researchtrend

Attention is all you Need
(NeurlPS 2017)

Neural ODE
(NeurlPS 2018)

ISTS Framework

Theoretical background Irregular에 특화된 attention 
mechanism을 사용할 순 없을까?

ODE를 사용하여
ISTS의 경로를 포착해볼 순 없을까?
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Background
Research trend

Researchtrend

Attention is all you Need
(NeurlPS 2017)

Neural ODE
(NeurlPS 2018)

Theoretical background

mTANs
(ICLR 2021)

Neural CDE
(NeurlPS 2020)

ISTS Framework

ISTS에 특화된 어텐션 메커니즘
Multi-time attention 사용

ODE를 발전시킨 CDE를
Irregular time series에 적용
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Background
Research trend

Researchtrend

Attention is all you Need
(NeurlPS 2017)

Neural ODE
(NeurlPS 2018)

Theoretical background

mTANs
(ICLR 2021)

Neural CDE
(NeurlPS 2020)

ISTS Framework
Primenet(AAAI2023)

VITST(NeurlPS 2023)

ANCDEs (KBS 2023)

Contiformer (NeurlPS 2023)
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Background
Research trend

Researchtrend

Attention is all you Need
(NeurlPS 2017)

Neural ODE
(NeurlPS 2018)

mTANs
(ICLR 2021)

Neural CDE
(NeurlPS 2020)

ISTS Framework
Primenet(AAAI2023)

VITST(NeurlPS 2023)

ANCDEs (KBS 2023)

Contiformer (NeurlPS 2023)

Attention-based Approach
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Methods
Attention-based Approach: Multi-Time Attention Networks for Irregularly Sampled Time Series

❖ Multi-Time Attention Networks for Irregularly Sampled Time Series (ICLR 2021)

2026년 1월 기준 338회 인용

Attention mechanism을 ISTS modeling에사용한 첫 번째 모델

Background Similarity 기반 self-attention이 여러 task를 잘하네?

mTAND 그렇다면 ISTS의 수집되지 않은 구간도 attention으로
모델링 가능하지 않을까?
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Methods
Attention-based Approach: Multi-Time Attention Networks for Irregularly Sampled Time Series

Previous work: model-based approach

Phased-LSTM, GRU-D 등모델구조를ISTS가사용할수있도록변경하는 구조들이 연구

이러한 방법은 결측된 값을 missing value로 간주하고결측이발생했을때모델의업데이트를 주로 다룸

Phased LSTM (2016)
게이트를 추가하여 결측과 상관없는 주기로 

가중치를 업데이트

GRU-D (2018)
결측에 decay rate 부여해
이전 관측치의 값을 반영
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Methods
Attention-based Approach: Multi-Time Attention Networks for Irregularly Sampled Time Series

Previous work: model-based approach

Irregularity 측면: 결국 이들 모델은결측에보정을하는구조, ISTS의 표현을 효과적으로 학습하지 못한다

Asynchronous 측면: 다변량 시계열이 정렬이 되지 않는 상황인 asynchronous 상황에서 효과적으로 작동하지 못한다

Phased LSTM (2016)
게이트를 추가하여 결측과 상관없는 주기로 

가중치를 업데이트

GRU-D (2018)
결측에 decay rate 부여해
이전 관측치의 값을 반영

부분적으로 관찰된 Irreguarly sampled time series에서

1) 직접 표현을 학습하고
2) 샘플링 빈도까지 반영하는

방법이 없을까?
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Methods
Attention-based Approach: Multi-Time Attention Networks for Irregularly Sampled Time Series

Previous work: model-based approach

Irregularity 측면: 결국 이들 모델은결측에보정을하는구조, ISTS의 표현을 효과적으로 학습하지 못한다

Asynchronous 측면: 다변량 시계열이 정렬이 되지 않는 상황인 asynchronous 상황에서 효과적으로 작동하지 못한다

Phased LSTM (2016)
게이트를 추가하여 결측과 상관없는 주기로 

가중치를 업데이트

GRU-D (2018)
결측에 decay rate 부여해
이전 관측치의 값을 반영

부분적으로 관찰된 Irreguarly sampled time series에서

1) 직접 표현을 학습하고
2) 샘플링 빈도까지 반영하는

방법이 없을까?

수집된 시간 간 유사도를 attention으로 구하고,
이를 기반으로 representation을 만들면 되겠구나! 
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Methods
Attention-based Approach: Multi-Time Attention Networks for Irregularly Sampled Time Series

Overall structure

mTAND: Time embedding과 multi-time attention을 이용하여 ISTS를 fixed representation으로 변환

mTAND-Full: VAE 구조를 활용하여 encoder-decoder 구조로 irregular time series 처리

Attn Attn Attn Attn… …

…

ㅇㄴ

mTAND

mTAND-Full

Bi-directional
RNN

Linear

𝑟 𝑟

Variational distribution 𝒒𝜸 𝒛 𝒓,𝒔) 

Latent space

Bi-directional
RNN

mTAND
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Methods
Attention-based Approach: Multi-Time Attention Networks for Irregularly Sampled Time Series

Overall structure

mTAND: Time embedding과 multi-time attention을 이용하여 ISTS를 fixed representation으로 변환

mTAND-Full: VAE 구조를 활용하여 encoder-decoder 구조로 irregular time series 처리

Attn Attn Attn Attn… …

…

mTAND

𝜙ℎ 𝑡 𝑖 = ቊ
𝜔0ℎ ⋅ 𝑡 +𝛼0ℎ

sin(𝜔𝑖ℎ ⋅ 𝑡 +𝛼𝑖ℎ)

𝑖𝑓𝑖 = 0

𝑖𝑓0< 𝑖 < 𝑑𝑟

Time embedding의 
차원 수

Linear term: linear pattern을 포착

Periodic terms: periodic pattern을 포착

Continuous time embedding

Continuous한 time points를 vector space로 embedding
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Methods
Attention-based Approach: Multi-Time Attention Networks for Irregularly Sampled Time Series

Overall structure

mTAND: Time embedding과 multi-time attention을 이용하여 ISTS를 fixed representation으로 변환

mTAND-Full: VAE 구조를 활용하여 encoder-decoder 구조로 irregular time series 처리

Attn Attn Attn Attn… …

…

mTAND

수집된 시간 간 유사도를 attention으로 구하고,
이를 기반으로 representation을 만들면 되겠구나! 
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Methods
Attention-based Approach: Multi-Time Attention Networks for Irregularly Sampled Time Series

Overall structure

mTAND: Time embedding과 multi-time attention을 이용하여 ISTS를 fixed representation으로 변환

mTAND-Full: VAE 구조를 활용하여 encoder-decoder 구조로 irregular time series 처리

Attn Attn Attn Attn… …

…

mTAND

수집된 시간 간 유사도를 attention으로 구하고,
이를 기반으로 representation을 만들면 되겠구나! 
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Methods
Attention-based Approach: Multi-Time Attention Networks for Irregularly Sampled Time Series

Overall structure

mTAND: Time embedding과 multi-time attention을 이용하여 ISTS를 fixed representation으로 변환

mTAND-Full: VAE 구조를 활용하여 encoder-decoder 구조로 irregular time series 처리

Attn Attn Attn Attn… …

…

ㅇㄴ

mTAND

mTAND-Full

Bi-directional
RNN

Linear

𝑟 𝑟

Variational distribution 𝒒𝜸 𝒛 𝒓,𝒔) 

Latent space

Bi-directional
RNN

mTAND
Fixed-length vector: 일반 모델에 투입 가능!

Unsupervised: VAE loss로만 학습
Supervised: task specific loss를 추가적으로 학습
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Methods
Attention-based Approach: Multi-Time Attention Networks for Irregularly Sampled Time Series

Experimental results

Interpolation: ODE 계열 모델들에 비해 전체적으로 높은 성능

Classification:전체적으로 높은 성능, 타irregular time series model에비해빠른학습속도
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Methods
Attention-based Approach: Multi-Time Attention Networks for Irregularly Sampled Time Series

Experimental results

Interpolation: ODE 계열 모델들에 비해 전체적으로 높은 성능

Classification:전체적으로 높은 성능, 타irregular time series model에비해빠른학습속도



-26- 26

Background
Research trend

Researchtrend

Attention is all you Need
(NeurlPS 2017)

Neural ODE
(NeurlPS 2018)

mTANs
(ICLR 2021)

Neural CDE
(NeurlPS 2020)

ISTS Framework
Primenet(AAAI2023)

VITST(NeurlPS 2023)

ANCDEs (KBS 2023)

Contiformer (NeurlPS 2023)

ODE-based Approach
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Methods
ODE-based Approach:  Neural Controlled Differential Equations for Irregular Time Series

Neural Controlled Differential Equations for Irregular Time Series

2026년 1월 기준 854회 인용

Neural ordinary differential equation(Neural ODE)을 ISTS에특화된모델로 발전
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Methods
ODE-based Approach:  Neural Controlled Differential Equations for Irregular Time Series

Neural Controlled Differential Equations for Irregular Time Series

2026년 1월 기준 854회 인용

Neural ordinary differential equation(Neural ODE)을 ISTS에특화된모델로 발전

그래서 ODE가 뭔데?
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Methods
ODE-based Approach:  Neural Controlled Differential Equations for Irregular Time Series

Ordinary differential equation (ODE)

Differentialequation: 종속 변수가 독립 변수의 변화에 따라 어떻게 변하는지를 설명하는 방정식

Ordinary differential equation: 단일변수에 대해 종속 변수의 변화율을 다루는 방정식

𝑥 + 3 = 5

일반 방정식

미지수를 찾는 과정

미분방정식

𝜕𝑢

𝜕𝑡
= 𝛼

𝜕2𝑢

𝜕𝑥2

변화의 규칙을 만족하는 함수를
찾는 과정

ODE

𝑓′(𝑥) = 2𝑥

독립변수가 하나일 때의
미분방정식
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Methods
ODE-based Approach:  Neural Controlled Differential Equations for Irregular Time Series

Ordinary differential equation (ODE)

ODE를푼다= 규칙을만족하는original function을찾는다

Hidden layer로 함수를 근사하는 (universal approximation theorem) 딥러닝의 과정과 유사

𝑥 + 3 = 5

일반 방정식

미지수를 찾는 과정

미분방정식

𝜕𝑢

𝜕𝑡
= 𝛼

𝜕2𝑢

𝜕𝑥2

변화의 규칙을 만족하는 함수를
찾는 과정

ODE

독립변수가 하나일 때의
미분방정식

𝑓 𝑥 = 𝑥2+𝐶

ODE solve

Original function f를
적분을 통해서 풀이

𝑓′(𝑥) = 2𝑥
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Methods
ODE-based Approach:  Neural Controlled Differential Equations for Irregular Time Series

Ordinary differential equation (ODE)

ODE를푼다= 규칙을만족하는original function을찾는다

Hidden layer로 함수를 근사하는 (universal approximation theorem) 딥러닝의 과정과 유사

𝑥 + 3 = 5

일반 방정식

미지수를 찾는 과정

미분방정식

𝜕𝑢

𝜕𝑡
= 𝛼

𝜕2𝑢

𝜕𝑥2

변화의 규칙을 만족하는 함수를
찾는 과정

ODE

독립변수가 하나일 때의
미분방정식

𝑓 𝑥 = 𝑥2+𝐶

ODE solve

Original function f를
적분을 통해서 풀이

Problem?

쉬운 ODE는 간단한 적분으로 풀 수 있다
그런데 딥러닝 함수와 같은 복잡한 function은

어떻게 ODE를 풀어야 하는가?

ODE Solver!
(ex. Euler method, Runge-Kutta…)

𝑓′(𝑥) = 2𝑥
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Methods
ODE-based Approach:  Neural Controlled Differential Equations for Irregular Time Series

ODE Solver: Euler method

Idea: initial point와 도함수로 original function을근사해보자

적분은 무수한 더하기이므로, initial point를 통해 함수를 근사하는 무수히 많은 점을 찾아낼 수 있음

𝑓′(𝑥) = 2𝑥 𝑖𝑛𝑖𝑡𝑖𝑎𝑙𝑝𝑜𝑖𝑛𝑡 = 2,1

𝑠𝑙𝑜𝑝𝑒𝑜𝑓 2,1 = 𝑓′ 2 = 4

𝑦𝑛 = 𝑦𝑛−1+ℎ ⋅
𝜕𝑦𝑛−1
𝜕𝑥𝑛−1

𝑦1 = 1+ℎ ⋅ 4
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Methods
ODE-based Approach:  Neural Controlled Differential Equations for Irregular Time Series

ODE Solver: Euler method

Idea: initial point와 도함수로 original function을근사해보자

적분은 무수한 더하기이므로, initial point를 통해 함수를 근사하는 무수히 많은 점을 찾아낼 수 있음

𝑓′(𝑥) = 2𝑥 (𝑥1,𝑦1) = 4,9

𝑠𝑙𝑜𝑝𝑒𝑜𝑓 4,5 = 𝑓′ 4 = 8

𝑦𝑛 = 𝑦𝑛−1+ℎ ⋅
𝜕𝑦𝑛−1
𝜕𝑥𝑛−1

𝑦1 = 1+ℎ ⋅ 4

𝑦2 = 9+ℎ ⋅ 8
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Methods
ODE-based Approach:  Neural Controlled Differential Equations for Irregular Time Series

ODE Solver: Euler method

Idea: initial point와 도함수로 original function을근사해보자

적분은 무수한 더하기이므로, initial point를 통해 함수를 근사하는 무수히 많은 점을 찾아낼 수 있음

𝑓′(𝑥) = 2𝑥 (𝑥2,𝑦2) = 6,25

𝑠𝑙𝑜𝑝𝑒𝑜𝑓 6,21 = 𝑓′ 6 = 12

𝑦𝑛 = 𝑦𝑛−1+ℎ ⋅
𝜕𝑦𝑛−1
𝜕𝑥𝑛−1

𝑦1 = 1+ℎ ⋅ 2

𝑦2 = 9+ℎ ⋅ 8
𝑦3 = 25+ℎ ⋅ 12

…
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ODE Solver: Euler method

Idea: initial point와 도함수로 original function을근사해보자

적분은 무수한 더하기이므로, initial point를 통해 함수를 근사하는 무수히 많은 점을 찾아낼 수 있음

𝑓 𝑥 = 𝑥2+𝐶
𝑦𝑛 = 𝑦𝑛−1+ℎ ⋅

𝜕𝑦𝑛−1
𝜕𝑥𝑛−1

= 𝑦0+ℎ ⋅
𝜕𝑦0
𝜕𝑥0

+ℎ ⋅
𝜕𝑦1
𝜕𝑥1

+⋯+ℎ ⋅
𝜕𝑦𝑛−1
𝜕𝑥𝑛−1

Original function을 근사하기 위해서는 
무수히 많은 더하기가 필요하구나!
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Neuralordinary differential equation (Neural ODE)

Idea: Neural network의 hidden state trajectory를 ODE solver로 풀어보자!

𝑓(ℎ 𝑡 )
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Neuralordinary differential equation (Neural ODE)

Idea: Neural network의 hidden state trajectory를 ODE solver로 풀어보자!

이는 Resnet의residual connection 아이디어와 비슷

ℎ0 ℎ𝑛

ℎ𝑛 = ℎ0+𝑓 ℎ1,𝜃 +𝑓 ℎ2,𝜃 +𝑓 ℎ3,𝜃 +⋯+𝑓 ℎ𝑛−1,𝜃

최종hidden state의 계산은 layer를 지나면서의 변화량의 합산으로 이루어진다! 
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Neuralordinary differential equation (Neural ODE)

Idea: Neural network의 hidden state trajectory를 ODE solver로 풀어보자!

이는 Resnet의residual connection 아이디어와 비슷 → hidden state를discrete가아니라continuous로푼다는것이차이

ℎ0 ℎ1

ℎ1 = ℎ0+න
0

1

𝑓 ℎ 𝑡 ,𝑡 ;𝜃 𝑑𝑡

1부터 n까지의 discrete space가 아닌
Continuous한 trajectory로 가정

Hidden state의 
trajectory
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Neuralordinary differential equation (Neural ODE)

Forward: ℎ0을 initial state, ℎ1을 final state로 정의해 Euler method로 풀어주기

ℎ0 ℎ1

ℎ1 = ℎ0+න
0

1

𝑓 ℎ 𝑡 ,𝑡 ;𝜃 𝑑𝑡

Forward ODE solver (ex. Euler method)로 해결
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Neuralordinary differential equation (Neural ODE)

Forward: ℎ0을 initial state, ℎ1을 final state로 정의해 Euler method로 풀어주기

Backward: 𝑎1을 initial state, 𝑎0을 final state로 정의해 Adjoint sensitivity method로 풀어주기

𝑎0 𝑎1

𝑎0 = 𝑎1+න
1

0

𝑓 𝑎 𝑡 ,𝑡;𝜃 𝑑𝑡

Forward ODE solver (ex. Euler method)로 해결

Backward ODE solver (ex. Euler method)로 해결

𝑎 𝑡 =
𝜕𝐿

𝜕ℎ 𝑡
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The problems of Neural ODE?

Really continuous?: Neural ODE는 hidden states의 continuous trajectory를 모사하지만, 데이터의continuous path를고려하지는

않음

Initial state?: Neural ODE는 initial state에의존, time series의 순서에 따라 조정할 수 없음

Irregular timestep

Data

Hidden states

What we solve?

𝑑ℎ

𝑑𝑡
𝑡 = 𝑓𝜃(ℎ 𝑡 )

Initial state?

ℎ 0 = 𝑙𝜃 𝑥
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Neural controlled differential equations (Neural CDE)

Data path: Irregular한 data points를 cubic interpolation으로 보간 후 연속적인 데이터 경로𝑋를 생성

Continuous한 path에 기반해 데이터에 내재된 변화를 연속적으로 modeling

Irregular timestep

Data

Hidden states What we solve?

𝑑ℎ

𝑑𝑡
𝑡 = 𝑓𝜃 ℎ 𝑡

𝑑𝑋

𝑑𝑡
𝑡

Initial state?

ℎ 0 = 𝑙𝜃 𝑡0,𝑥0

Data path 𝑋

𝑡0 𝑡1 𝑡2 𝑡3 𝑡4
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Experimental results

Classification, prediction 등 여러 tasks에서 ODE 기반 모델들에 비해 좋은 성능 기록

ODE의 강점인 cost efficiency를유지하면서도 시계열 task에서 상당한 성능 개선
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Conclusion

Multi-Time Attention Networks for Irregularly Sampled Time Series

Transformer의 attention을 가공하여 ISTS에특화된attention module 제안

Irreguarly sampled된 시간을유사도기반으로 고정 벡터로 변환하여 딥러닝 모듈에 적용

VAE와 결합하여 ISTS task에서 우수한 성능 기록

❖ Neural Controlled Differential Equations for Irregular Time Series

Neural ODE를 사용하여 hidden state의 continuous한trajectory를모델링

Neural ODE가 간과하던 data path를 보간으로 생성하면서, ISTS에 특화된 Neural ODE 제안

Complexity를 유지하면서 ODE 계열 모델 대비 성능 개선
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